
Machine Learning 

in Dose-Response Assessment

Translating Science to Decisions

Jacqueline MacDonald Gibson, Associate Professor

Gillings School of Global Public Health

University of North Carolina at Chapel Hill

March 6, 2018



-2-

Outline

• Introduction  

Current dose-response assessment methods:  limitations

Bayesian belief networks as an alternative 

• Bayesian belief networks:  background

• Example application:  arsenic dose-response 

assessment

Data source and machine learning method

Results

- Predictive capability

- Comparison to current approaches

 Example policy application



-3-

Currently Used Methods 

for Dose-Response Assessment

Cancer

𝑷(𝒄𝒂𝒏𝒄𝒆𝒓) = 𝜶

“slope factor”
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Currently Used Methods 

for Dose-Response Assessment

Cancer

𝑷(𝒄𝒂𝒏𝒄𝒆𝒓) = 𝜶

Other illnesses

𝑯𝒂𝒛𝒂𝒓𝒅 =
𝑫𝒐𝒔𝒆

𝑹𝒇𝑫

“slope factor” “reference dose”
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Current Approaches Have Limitations

• Cancer and noncancer methods differ

Noncancer not quantified

• Not customizable

Generic slope factor applied to all

• Nonlinear relationships not captured

• Risk factor interactions not considered

 E.g., Genetics, environment
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“When we try to pick out 

anything by itself, we 

find that it is bound fast 

by a thousand invisible 

cords that cannot be 

broken, to everything in 

the universe.”

John Muir, 1869

Naturalist

Sierra Club Founder
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Example:  Arsenic Regulatory Impact 

Analysis

Proposed Drinking Water Standard (µg/liter)

3 5 10 20

Net Benefits $(538.9) $ (287.4) $(111.2) $(31.8)

Benefit/Cost 

Ratio

0.16 0.24 0.32 0.48

Benefits = avoided bladder cancer cases

= 𝜶 × (∆𝑫𝒐𝒔𝒆) × 𝑷𝒐𝒑𝒖𝒍𝒂𝒕𝒊𝒐𝒊𝒏

Proposed 

maximum 

contaminant 

level

Final 

maximum 

contaminant 

level
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Bayesian Networks As Solution?

• Can include complex 

interactions

• Not restricted to linear or 

quasi-linear relationships

• Capability for individualized 

risk prediction

 Personalized medicine analog

Breast cancer diagnosis 

example (Conrady and Jouffe, 

2011)
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Bayesian belief networks:  

background
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Bayesian Network Has Two Parts

1. Directed acyclic graph

Nodes=variables of interest

 Edges=relationships
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Bayesian Network Has Two Parts

1. Directed acyclic graph

Nodes=variables of interest

 Edges=relationships

2. Joint probability 

distribution over the 

variables 

Conditional probability 

tables
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Bayes’ Theorem Used to Update Nodes 

with Evidence

𝑷 𝑿𝟑 𝑿𝟒

=
𝑷(𝑿𝟒|𝑿𝟑) × 𝑷(𝑿𝟑)

𝑷(𝑿𝟒)
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Bayes’ Theorem Used to Update Nodes 

with Evidence

𝑷 𝑿𝟑 𝑿𝟒

=
𝑷(𝑿𝟒|𝑿𝟑) × 𝑷(𝑿𝟑)

𝑷(𝑿𝟒)

All Bayesian methods 

are not equivalent.
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Originated in Artificial Intelligence

• Early AI challenge:  compact 

representation of data 

- Need 25-1=31 parameters to 

represent joint distribution



-15-

Originated in Artificial Intelligence

• Early AI challenge:  compact 

representation of data 

- Need 25-1=31 parameters to 

represent joint distribution

• Compact representation via 

conditional independencies

- 17 parameters instead of 31
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First Solution Algorithms in Late 1980s
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Example Applications

• Spam filtering

• HIV vaccine 

development

• Infectious disease 

diagnosis

• Google AdSense

• Microsoft Xbox Live 

player rating
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Example application:  arsenic 

dose-response assessment
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Arsenic Has Many Health Effects

• High doses long known to cause 

blackfoot disease

• Established associations with bladder, 

lung cancers

• Emerging evidence of association with 

diabetes
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Data from Mexican Cohort

• 1,050 adults > 18 years old:

- 880 without diabetes

- 170 with diabetes 

Study area:  Chihuahua, Mexico
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Data from Mexican Cohort

• 1,050 adults > 18 years old:

- 880 without diabetes

- 170 with diabetes 

• Variables in data set:

- Arsenic in drinking water

- Arsenic and metabolites in urine

- Water source

- Diet

- Smoking

- Anthropometry:  BMI, waist size

- Age, gender, education, ethnicity

Study area:  Chihuahua, Mexico
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High Arsenic Exposure in Study Area
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Machine-Learned Network

• Using BayesiaLab software:

1. Search “equivalence classes” of possible networks

2. Keep nodes within five links of diabetes

3. Eliminate nodes not significantly related to diabetes

4. Re-run using augmented naïve Bayes algorithm

• Test via five-fold cross-validation
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Comparison to Traditional Approaches

Reference Dose Method

P(diabetes)

= ቊ
𝟎 if [𝑨𝒔] ≤ 𝑹𝒇𝑪
𝟏 if [𝑨𝒔] > 𝑹𝒇𝑪
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Comparison to Traditional Approaches

Reference Dose Method

P(diabetes)

= ቊ
𝟎 if [𝑨𝒔] ≤ 𝑹𝒇𝑪
𝟏 if [𝑨𝒔] > 𝑹𝒇𝑪

RfC (reference concentration) 

from EPA Integrated Risk 

Information System:

𝟑 × 𝟏𝟎−𝟒
mg

kg−day
≈ 𝟏𝟎. 𝟓 𝛍g/l
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Comparison to Traditional Approaches

Reference Dose Method

P(diabetes)

= ቊ
𝟎 if [𝑨𝒔] ≤ 𝑹𝒇𝑪
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from EPA Integrated Risk 
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𝟑 × 𝟏𝟎−𝟒
mg

kg−day
≈ 𝟏𝟎. 𝟓 𝛍g/l

Slope Factor Method

𝑷 diabetes
= slope factor × Dose
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Comparison to Traditional Approaches

Reference Dose Method

P(diabetes)

= ቊ
𝟎 if [𝑨𝒔] ≤ 𝑹𝒇𝑪
𝟏 if [𝑨𝒔] > 𝑹𝒇𝑪

RfC (reference concentration) 

from EPA Integrated Risk 

Information System:

𝟑 × 𝟏𝟎−𝟒
mg

kg−day
≈ 𝟏𝟎. 𝟓 𝛍g/l

Slope Factor Method

𝑷 diabetes
= slope factor × Dose

Slope factor estimated with 

Benchmark Dose Software
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Compare Using Receiver-Operating 

Characteristic (ROC) Curves

Diagnostic accuracy = area under curve (1=perfect)
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Compare Using Receiver-Operating 

Characteristic (ROC) Curves

Diagnostic accuracy = area under curve (1=perfect)

Trade-off between 

specificity and 

sensitivity
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Interpretation:  Trading Off Sensitivity, 

Specificity

80% detection probability27% 

false alarms

70% detection20% false 

alarms.
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Policy Analysis Example Considers 

Change in Risk If Decrease Exposure

Treat all drinking water to < 25 µg/liter

- “Generic” population

- Vulnerable population:  age>50, metabolic risk factors
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Policy Analysis Example Considers 

Change in Risk If Decrease Exposure

Treat all drinking water to < 25 µg/liter

- “Generic” population

- Vulnerable population:  age>50, metabolic risk factors
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Results
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Learned Network Shows Multiple 

Connections

“Invisible cords that cannot be broken”
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Bayes Net Model Has High 

Predictive Ability
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Network Outperforms Current Methods



-37-

Network Performance Well Maintained 

Under Cross-Validation
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Conventional Risk Analysis Overlooks 

Noncancer Benefits of Intervention

• Scenario:  Arsenic < 25 µg/l in all water

• Cancer benefit:
∆Cases = slope factor × ∆𝑪𝒐𝒏𝒄𝒆𝒏𝒕𝒓𝒂𝒕𝒊𝒐𝒏 × 𝑵

= 𝟎. 𝟎𝟎𝟎𝟓 × ∆𝑪𝒐𝒏𝒄𝒆𝒏𝒕𝒓𝒂𝒕𝒊𝒐𝒏 × 𝟏𝟎𝟓𝟎

= 2
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Conventional Risk Analysis Overlooks 

Noncancer Benefits of Intervention

• Scenario:  Arsenic < 25 µg/l in all water

• Cancer benefit:
∆Cases = slope factor × ∆𝑪𝒐𝒏𝒄𝒆𝒏𝒕𝒓𝒂𝒕𝒊𝒐𝒏 × 𝑵

= 𝟎. 𝟎𝟎𝟎𝟓 × ∆𝑪𝒐𝒏𝒄𝒆𝒏𝒕𝒓𝒂𝒕𝒊𝒐𝒏 × 𝟏𝟎𝟓𝟎

= 2

• Non-cancer benefit:

∆At−risk population = ෍

𝒊=𝟏

𝟏𝟎𝟓𝟎

𝑰 𝑯𝑸𝟎 > 𝟏 − ෍

𝒊=𝟏

𝟏𝟎𝟓𝟎

𝑰 𝑯𝑸𝒊𝒏𝒕𝒆𝒓𝒗𝒆𝒏𝒕𝒊𝒐𝒏 > 𝟏

= σ𝒊=𝟏
𝟏𝟎𝟓𝟎 𝑰

𝑪𝟎

𝟏𝟎.𝟓 µ
𝒈

𝒍

> 𝟏 − σ𝒊=𝟏
𝟏𝟎𝟓𝟎 𝑰

𝑪𝒊𝒏𝒕𝒆𝒗𝒆𝒏𝒕𝒊𝒐𝒏

𝟏𝟎.𝟓 µ
𝒈

𝒍

> 𝟏

= 0
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Bayesian Network Can Estimate 

Diabetes Risk Reduction Benefits
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Bayesian Network Can Estimate 

Diabetes Risk Reduction Benefits
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Bayesian Network Can Estimate 

Diabetes Risk Reduction Benefits

• ∆Cases
= 𝑩𝑵𝟎 −𝑩𝑵𝒊𝒏𝒕𝒆𝒓𝒗𝒆𝒏𝒕𝒊𝒐𝒏

= 𝟏𝟕𝟎 − 𝟏𝟔𝟎

=10
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Network Can Also Estimate Effects 

on Vulnerable Populations
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Network Can Also Estimate Effects 

on Vulnerable Populations

• Age>55

• High arsenic methylation 

during metabolism 

• ∆Cases = 𝑩𝑵𝟎,𝒗𝒖𝒍𝒏𝒆𝒂𝒓𝒃𝒍𝒆 −

𝑩𝑵𝒊𝒏𝒕𝒆𝒓𝒗𝒆𝒏𝒕𝒊𝒐𝒏,𝒗𝒖𝒍𝒏𝒆𝒓𝒂𝒃𝒍𝒆

= 𝟒𝟐𝟐 − 𝟒𝟎𝟕

=15
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Future Platform 

for Dose-Response Assessment?
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Interactive Updating with Evidence 

via a Web Platform

Evidence entered:

• High arsenic in water

• Poor arsenic metabolizer 

 High DMA

 High DMA:MMA

• Obese

Risk increased 

from 16% to 42%

https://simulator.bayesialab.com/ - !simulator/178925952810

https://simulator.bayesialab.com/#!simulator/178925952810
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Differs from Current, Static Approach
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Summary

• Current dose-response assessment methods:

- Are inconsistent for cancer, other illnesses

- Do not capture non-linear relationships

- Overlook complex interactions

 E.g., genetics, environment

- May have suboptimal discrimination capability

• Bayesian networks could provide a new approach.
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“When we try to pick out 

anything by itself, we 

find that it is bound fast 

by a thousand invisible 

cords that cannot be 

broken, to everything in 

the universe.”

John Muir, 1869

Naturalist

Sierra Club Founder
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